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The chapter examines two major themes in the area of metadata extraction — formal
metadata extraction and subject metadata extraction. The focus of the chapter is on
textual documents, with references provided to the multimedia. Approaches to each of
the two major themes are presented and discussed, with examples from the area of
document classification and metadata extraction from preprints; however, analogous
methods exist for use on other types of digital object, and are referenced where
relevant. Suggestions are provided in which circumstances and context of use which
approaches are most suitable. The chapter concludes with the thought that, owing to
recognized evaluation issues, evaluation should be a major future research question in
this area.
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1. Introduction

Automated metadata extraction has been a challenging research issue for
several decades no r’] ajor motivation being the high cost of manual meta-
data creation. Th crest has especially grown in the 1990s when the
number of digital"aocuments started to increase exponentially. Because of
the vast amount of available documents it was recognized that established
objectives of bibliographic systems could be left behin@ﬂ, and that auto-
mated means couI@ a solution to preserve them (p.
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This chapter focuses on the problems underlying automated metadata
extraction. We discuss methods for metadata extraction that are applicable
to various forms of digital objects, and provide examples in the area of tex-
tual documents. Two major themes in the area of metadata extraction are
discussed i@rticulan namely formal metadata extraction and subject meta-
data extractror.

The chapter is structured as follows: background information with defini-
tions and document landscape are given in Sec. en, formal metadata
extraction with its sources of metadata, techniques, methods and evaluation
are presented and discussed in Sec. 3[rmrther, approaches to subject
metadata extraction and evaluation issue dealt with in Sec. 4; finally,
concluding remarks with issues for the future are provided in Sec. 5@

2. Background

Metadata creation involves identifying elements of a document recognized
as important for the purpose of document discovery and use. Traditionally,
in, for example, libraries and indexing and abstracting services, this has been
referred to as cataloging or bibliographic description. Metadata creation
results in metadata records (or catalog or bibliographic records), which are
commonly used as document surrogates — that is, records that represent a
document. Information systems that make use of metadata records do so for
two major reasons: digital objects, especially videos and images, are more
easily described, indexed and searched via an accompanying metadata
record than via direct analysis; furthermore, metadata records are generally
expected to contain a high standard of descriptive information about various
facets of the document, much of which is external to the digital object itself,
but is the result of interpretation.
In the literature, two types of metadata creation are often distinguished:
0 formal, and subject. In library catalogs, formal metadata creation is pre-
scribed by International Standard Bibliographic Description (ISBD) rules and
typically involves the following elements: title, responsibilities, edition,
material or type, publication, production, distribution, physical description
(e.g., number of pages in a book or number of CDs issued as a unit), series,
notes area, identifiers (e.g., ISBN, ISSN) and terms of availability. Subject
metadata creation shares essentially similar processes to those referred to as
subject classification or indexing [39] and implies determination of a docu-
ment’s topics and choosing terms to best represent those topics. These terms
can be from a controlled vocabulary (e.g., classification schemes, thesauri,
40Xy subject heading systems) or freely assigned ones. Freely assigned terms can
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be manually assigned but can also refer to automated full-text indexing. The
debate between using the former versus the latter is more than a century old
but the literature acknowledges the need for both [56].

Automated metadata creation implies that the relevant processes are con-
ducted mechanically — human intellectual processes are replaced by, for
example, statistical and computational techniques. There is an intermediate
approach, which can be referred to as machine-aided subject indexing or
partially-automated metadata creation. Here, metadata creation is supported
by mechanical means to the greatest extent possible, while final decision is
left to human intellect. For example, a system could provide an appropriately
tailored form for the document, or automatically fill in available form of ele-
men ith generated metadata and highlight elements which remain
inco@te.

Manual metadata creation is often considered to be an expensive process,
particularly when experts must be paid to generate records instead of
requesting and using user-contributed metadata. Actual time t varies
greatly by domain and purpose. For example, self-archiving of ar@lprint to
an institutional repository has been estimated to take five and a half minutes
as a median average [10], requiring input of a simple metadata record com-
prising author, title, publication, date, etc. Creating a full bibliographic
record for an information system requiring careful analysis and thorough
representation usually requires much more time and effort.

Automated metadata generation is expected to play a role in reducing the
metadata generation bottleneck [46]. For example, the process of depositing
digital objects is rendered longer and more interactive where metadata input
is required. A portion of the metadata of relevance to a given digital object
can be retrieved either directly from the object itself, or from other informa-
tion sources. Several methods of automatic metadata generation exist [22],
including metadata extraction and metadata harvesting. The latter, metadata
harvesting, relates to the collection and reuse of existing metadata. The for-
mer relates to various subtasks such as to the harvesting of information that
is intrinsic to the digital object, to the content of the object (i.e., features of
the document), and information that may be extracted based on comparison
of the current document to other documents that this one is related to@

2.1. Document landscape

In chapter, we focus on objects from which text may be extracted; in
partcular, documents such as web pages and preprints, stored in file formats
such as PostScrip@e Portable Document Format (PDF) and plain-text.
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The wider world of multimedia is out of scope of this chapter but
approaches to metadata extraction exi d we briefly mention some of
them. Examples include audio recordisllgrincluding multilingual spoken
word content [7,8,73); audiovisual recordings, which may be indexed via
several approaches, including text-to-speech software, as with Hewlett-
Packard’s Speechbot project [67]; still images, for which two primary
approaches are identified in the literature — external metadata-based sys-
tems, and content-based image retrieval (CBIR), in which image content
features are themselves used as query terms [43].

Each medium poses unique challenges. For example, audiovisual mate-
rial presents a progression through time, whilst still images do not; however,
a still image without accompanying audio contains very little contextual
information to aid the process of analysis, other than perhaps pre-existing
metadata such as EXIF produced at the time of image creation. At times,
accompanying text will be available — in the case of audiovisual material,
captions can be embedded along with the resource. Due to the complexity
of directly analyzing still images, many services such as Google make use
of the image context and index via the text surrounding the images (link text,
captions, etc), but others like picsearch.com use information taken directly
0 from the image as metadata, such as dimensions, file size, file type and color
information. Researchers such as Clippingdale and Fujii [12], and Lee [41]
have taken a similar approach to video indexing, and hybrid or multimodal
approaches that index according to a combination of video and audio infor-
mation have also been proposed [1]. IBM’s 2006 Marvel search service
(for local installation) uses advanced content analysis techniques for labe-
ling and analyzing data, and provides hybrid and automated metadata

tagging.
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3. Formal metadata extraction
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0
A large number of facts exist about any given digital object, all of which
could be described as “metadata”, but the majority of which are never
collected or used. In Table 1, we list a number of different types of metadata
that are commonly stored to describe different types of digital objects, along
with the types of digital objects for which this information may be considered
relevant. Elements marked with an “**” are intrinsic to certain document
types, but are not present in all documents.
Also, many documents provide neither title nor author (for example,
technical and data sheets often do not provide the author’s name). This
40Xy implies that the effectiveness of metadata extraction, or the relevance of
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Table 1. Data types and corresponding formal metadata. 1
Type Name Example 2
Intrinsic Filetype/attributes PDF, MOV, MP3 at given bitrate and encoding 3
I g . ' 4
Intrinsic File size Size of file
Intrinsic File checksum 32-bit CRC checksum Z
Intrinsic File creation date UNIX datestamp -
Intrinsic Resource language e.g., Video contains audio streams in English, 8
French and Russian.
Intrinsic**  Type of document Preprint, technical report, magazine article, 9
journal article, MSc thesis, homework, 10
PowerPoint presentation, poster 1
Intrinsic**  Title “A Christmas Carol” 2
Intrinsic**  Author(s) Charles Dickens 3
Intrinsic**  Affiliation or contact details of 4
author(s) 5
Intrinsic**  Date of publication Year, (may include month, day, and time) 6
Intrinsic**  Page count 7
Intrinsic**  First and final page numbers 8
Intrinsic**  Publisher, organization and title :
of collection/proceedings 20
Intrinsic**  Document summary 1
Intrinsic**  Document index, table of 2
contents 3
Intrinsic**  Sources cited/referenced within 4
document/ bibliography 5
Extrinsic ~ Theme Poverty 6
Extrinsic Related documents Some forms of metadata explicitly encode 7
various types of relationship between 8
document objects 9
30
1
metadata extraction as an approach, depends greatly on the circumstances 2
and context of use. 3
4
3.1. Sources of metadata Z
Many approaches to metadata extraction are based on document structure 7
[23]. Document structure involves the use of the visual grammar of pages, for g
example, making use of the observation that title, author(s) and affiliation(s) 9
generally appear in content header information. In this section, we discuss 40Xy

b1471_Ch-IV.2.indd 5 @ 8/17/2012 5:03:31 PM
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1 where metadata can be extracted — the next section describes methods and
2 techniques for the actual extraction.
3 At least five general structures may be instrumental in metadata
4 extraction:
5
6 ¢ Formatting structure: The document may have structure imposed on it in
7 its electronic format. For example, from an HTML document one can
8 extract a DOM tree, and find HTML tags such as <TITLE>.
9 e Visual structure: The document may have a prescribed visual structure.
10 For example, postscript and PDF specify how text is to be laid out on a
1 page, and this can be used to identify sections of the text.
2 e Document layout: The document may be structured following some tra-
3 dition. For example, it may start with a title, then the authors, and end
4 with a number of references.
5 o Bibliographic citation analysis: Documents that are interlinked via cita-
6 tion linking or co-authorship analysis may be analyzed via bibliometric
7 methods, making available various types of information.
8 e Linguistic structure: The document will have linguistic structure that may
9 be accessible. For example, if the document is written in English, the
20 authors may “conclude that xxx”, which gives some meaning to the
1 words between the conclude and the full stop.
2
3
4 :
5 3.1.1. Formatting structure
6 Certain document types contain structural elements with relatively clear or
7 explicit semantics. One of the potential advantages of a language like HTML
8 that stresses document structure over a language such as Postscript that
9 stresses document layout, is that given a document structure it is potentially
30 feasible to mechanically infer the meaning of parts of the document.

Indeed, if HTML is used according to modern W3C recommendations,
HTML is to contain only structural information, with all design information
contributed t@;SS. This process of divorcing design from content began in
the HTML 4.65pecification [4]. Under these circumstances, a large amount
of information can potentially be gained by simply inspecting the DOM
tree. For example, all headers H1, H2, H3, ... can be extracted and they can
be used to build a table of contents of the paper, and find titles of sections
and subsections. Similarly, the HEAD section can be dissected in order to
extract the title of a page, although this may not contain the title of the
40Xy document.
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However, given that there are multiple ways in HTML to achieve the same
visual effect, the use of the tags given above is not enforce d indeed
many WYSIWIG tools generate a <P class='header2’> tag ratherthan a H2
tag, making extraction of data from HTML pages in practice difficult. A tech-
nical report by Bergmark [5] describes the use of XHTML as an intermediate
format for the processing of online documents into a structure, but concedes
that, firstly, most HTML documents are “not well-formed and are therefore
difficult to parse”; translation of HTML into XHTML resolves a proportion of
these difficulties, but many documents cannot be parsed unambiguously into
XHTML. A similar approach is proposed by Krause and Marx [38].

3.1.2. Visual structure

In contrast to HTML, other methods to present documents often prescribe
visual structure rather than document structure. For example, both Postscript
and PDF specify symbol or word locations on a page, and the document
consists of a bag of symbols or words at specific locations. Document struc-
ture may be inferred from symbol locations. For example, a group of letters
placed close together is likely to be a word, and a group of words placed on
the same vertical position on the page may be part of a sentence in a western
language.

The disadvantage of those page description languages is that there are
multiple ways to present text, for example, text can be encoded in fonts with
bespoke encodings; the encoding itself has no relation to the characters
depicted, and it is the shape of the character which conveys the meaning. In
circumstances like this it is very difficult to extract characters or words, but
the visual structure itself can still be used to identify sections of a document.
For example, Fig. 1 shows a (deliberately) pixelated image of the first page of
a paper, and even without knowing anything about the particular characters,
four sections can be highlighted that almost certainly contain text, authors,
affiliation and abstract.

Indeed, it turns out that visual structure itself can provide help in extract-
ing sections of an image of, for example, legacy documents that have been
scanned in. However, it is virtually impossible to distinguish between author
names above the title and author names below the title, if the length of the
title and the length of the author block are roughly the same.

We have performed some experiments that show that we can extract
bitmaps for the title and authors from documents that are otherwise unread-
able — 3-6% of documents on average in a sample academic environment
[66]. An approximately 80% degree of success is achievable using a simple
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Fig. 1. Document’s visual structure@

[

0

image segmentation approach. These images, or indeed the entire page, may
alternatively be handed to OCR software such as gOCR for translation into
text and the resulting text string processed appropriately. An account of the
use of appearance and geometric position of text and image blocks for docu-
ment analysis and classification of PDF material may be found in [48], and
a rather later description of a similar “spatial knowledge” approach applied
to Postscript formatted files is given by Giuffrida, Shek, and Yang [19).

Ha et al. [24] note that an advantage of an approach that primarily makes
use of visual features is the ease of generalization to documents in languages
other than English. This approach, however, focuses solely on the problem of
extracting the document title.

O N U Wh —
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3.1.3. Document layout

From both structured description languages (such as HTML) and page descrip-
tion languages (such as PDF) we can usually extract the text of the document.
The text itself can be analyzed to identify metadata. In particular, author names
40Xy usually stand out, and so do affiliations, and even the title and journal details.
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The information that can be extracted from the document structure 1
includes: 2
3
1. Title 4
2. Authors 5
3. Affiliation 6
4. Email 7
5. URL 8
6. Abstract 9
7. Section headings (table of contents) 10
8. Citations 1
9. References 2
10. Figure and table captions [42] 3
11. Acknowledgments [18] 4
5
Extracting these purely from the document structure is difficult, but 6
together with knowledge about words likely found in, for example, author 7
names or titles, the extraction is feasible. A detailed discussion on the meth- 8
ods that we use can be found later on in this paper. 9
20
1
3.1.4. Bibliographic citation analysis 2
There exists a widespread enthusiasm for bibliometrics as an area, which 3
depends heavily on citation analysis as an underlying technology. Some form N
of citation extraction is a prerequisite for this. As a consequence, a number >
of methods have been identified for this approach, making use of various :
degrees of automation. Harnad and Carr [28] describe the use of tools from 4
the Open Journal Project and Cogprints that can, given well-formed and cor- 8
rectly specified bibliographic citations, extract and convert citations from :
HTML and PDF. -
The nature and level of interlinking between documents is a rich source !
for information about the relations between them. For example, a high rate 2
of co-citation may suggest that the subject area or theme is very similar; e.g., )
Hoche and Flach [29] investigated the use of co-authorship information to 4
predict the topic of scientific papers. >
The harvesting of acknowledgments has been suggested as a measure for 6
an individual’s academic impact [18], but may also carry thematic informa-
tion as well as information on a social-networking level that could poten- :
tially be useful for measuring points such as conflict of interest. ZOXy
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3.1.5. Linguistic structure

Finally, the document can be analyzed linguistically, inferring meaning of
parts of sentences, or relationships between metadata. For example, citations
in the main text may be contained within the same sentence, indicating that
the two citations are likely to be related in some way. The relation may be a
positive relationship or a negative relationship, depending on the text around
it, e.g., “... in contrast to work by Jones (1998), work by Thomas (1999)...”

Analyzing linguistic structure depends on knowledge of the document
language, and possibly on domain knowledge. Using linguistic analysis one
can attempt to extract:

1. Keywords
2. Relations between citations

3.2. Techniques and methods

Metadata can be extracted via various means, for example using support vec-
tor machines upon linguistic features [25], a variable hidden Markov model
[64], or a heuristic approach [5]. Ha et al. [24] describe an approach that
makes use of the following models upon formatting information: Perceptron
with Uneven Margins, Maximum Entropy (ME), Maximum Entropy Markov
Model (MEMM), Voted Perceptron Model (VP), and Conditional Random
Fields (CRF). Here we will begin by discussing various approaches that are
useful in metadata extraction:

* Classification, with the example of Bayesian classification.

¢ Pattern matching, with examples of regular expressions.

* Direct application of observed heuristics

* Model fitting: where prior knowledge is available, it may be applied as
domain knowledge to build a set of models for use in metadata
extraction.

* Elicitation of grammatical structure (ideally automated). This enables
probabilistic parsing. An example is provided on the basis of Hidden
Markov Models. Maximum Entropy Markov Models and conditional ran-
dom fields are also discussed.

The many methods available today have different uses, competences and
areas of weakness so it is likely that a complete metadata extraction tool will

40Xy make use of several approaches for different tasks.
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3.2.1. Bayesian classification

A Bayesian classifier is based on prior knowledge of statistical properties of
the dataset. The prior knowledge is obtained by training the Bayesian classi-
fier on a set of manually classified data. For example, when analyzing a set
of documents where one half are cooking-recipes and the other half are
newspaper clippings we may find that in cooking recipes 1% of the words
was “flour”, whereas in the general newspaper clippings “flour” was only
0.1%, Bayesian statistics says that if we see a document with the word “flour”
in it is very likely (90%) to be a cooking recipe, and not very likely (10%) to
be a general newspaper clipping.

In metadata extraction Bayesian classifiers are appropriate for use in tasks
such as:

e Author name extraction
o Affiliation extraction
¢ Publication detail extraction

kOOO\ICT\U'I-bUJN-—\S&OOD\IG\U'I-bwr\)—t

Classifiers are useful in author name extraction because names are typi-
cally very different from ordinary words found in the main body of a paper.
For example, “Ruud”, “John”, and “Canagarajah” are very likely to be names
whereas “following”, “classifier” and “sentence” are very unlikely to not be
names. Still, there is a small, but frequently occurring, group of words that
could be either. For example, “A” is a word that occurs very frequently in
English text, but it could also be an initial of a name.

However, being able to classify a string to be either a name or not a name
does not necessarily mean that the Author name has been extracted. In many
cases names can legitimately appear elsewhere in the text. For example, we
have used the names “Bayes” and “Markov” in this chapter in the context of
referring to a branch of statistics and an algorithm. Even more confusing is
the string “Markov” which is a proper noun (an individual’s name) that is
used in the text i s chapter in reference to an algorithm. Also, in papers
in Arts and Literature, many names will appear that identify the subject mat-
ter rather than the author name. Thus we conclude that a Bayesian classifier
can be a good basis for a metadata extractor, but if used on its own would
lead to poor results.

Bayesian classifiers are one of many approaches to classification that
could be used in this context. For example, Han et al. [25] make use of sup-
port vector machine classification. See Sec. 4 of this chapter for discussion
of various approaches to subject classification in machine learning. However,

N
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the intrinsic probabilistic nature of Bayesian classification results in both a
classification and a confidence measure of the classification, making it suit-
able for integration into a larger system.

The strength of a Bayesian classifier is that it has a strong and simple math-
ematical foundation, and that it is completely problem independent. When

used on text, it works as well on French as Chinese text, provided that suit-
able training data is available@

3.2.2. Pattern matching

A pattern comprises a description of how to construct a sequence of charac-
ters, and by repeatedly matching the pattern over a large text, parts of the text
can be classified as following the pattern. Patterns come in useful to describe
entities that occur often and are more reliably identified by a pattern than by
any other method.

As an example, consider the email address:

buzz.aldrin@moon.com

&OOO\IO\W-PUJI\J—\SQQ\IG\U‘I#WN—\

N

0 In order to define a pattern, we typically describe the string in terms of a
regular expression. The above address could be matched with the following
regular expression:

[N @*@[A ]*

meaning: any sequence not comprising spaces or @-characters, followed by
an @-character, followed by a sequence of characters not containing any
spaces. This regular expression would also match neil.armstrong@nasa.org
and it would match cakes@77 in the sentence “10 cakes@77 cents each”.

0 Patterns can be made more specific, and various languages exist to express
patterns.

The weakness of patterns is that it is very difficult to build a precisely
matching pattern, without missing anything out. The pattern above that
matches email address will for example not match the following email
“address”:

O o Ny W=
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{alice, bob}@malice.com
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Whi(\:@]a notation used on many papers to indicate that both Alice and
Bob ha email address at malice.com. Although it is not hard to extend
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the regular expression to include spaces, it will then match much more text
in front of the email address, which is undesirable. The trade-off here is one
between false negatives and false positives, i.e., how often has a piece of text
not been matched as an email address that should have been, and how often
has a piece of text been classified as an email address that should not have
been. Ideally, there are no false negatives and no false positives, but in reality
it is difficult to build a system where on every 10 email addresses found at
least one will not be too short or too long. This is in part a consequence of
the fact that conventional notations often apply simplifications or short-cuts
that are not described in a formal standard — the format of email addresses,
described in RFC 2822, does not include guidance on appropriate shorthand
for circumstances such as paper headers — appropriate practice is defined
according to style guidelines.

Pattern matching is not limited to regular expressions. We can use a gram-
mar to capture patterns that are more complex (and that describe, for exam-
ple, the nested structure of an HTML document). A grammar comprises a set
of rules, each rule describing part of the structure. For example, a simple
grammar for a scientific paper might read:

kOOOV@U"I-bUJN—‘S@OO\ICﬁU'I-PUJM—‘

document :: title authors affiliations abstract section* references
section :: number string newline paragraph*
paragraph :: sentence*

N

0

As is the case with regular expressions, it is difficult to capture all docu-
ment formats using a grammar — many e-prints list affiliation per author;
something that is not captured by the grammar above.

In metadata extraction patterns are typically useful to pre-classify a few
bits of metadata that probably have a meaning in the metadata:

O oo N UL WN =

e Email addresses
e URLs

e Dates

e  Numbers

w

0

We have discussed email addresses above. A URL (RFC 1738, 2396) typi-
cally starts with http:// or ftp:// and can be extracted up to the point where
they have been split over multiple lines, something that happens often in
citations. Dates are easily recognized because a dozen formats capture them
all; the most important ones being 5/1/2008, and 5 January 2008; it is not
always possible to tell which date it is (as the former could refer to either the
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fifth of January or the first of May, depending on the convention applied) but
it is very likely to be a date. Numbers are useful to recognize because they
usually refer to page numbers, volume numbers, etc.

3.2.3. Direct application of observed heuristics

In certain instances, the semi-structured nature of tta renders it possi-
ble to achieve reasonable accuracy in data extraction by applying a set of
heuristics, rules that encompass the most commonplace structures or lay-
outs. This is particularly common in the case of metadata extraction from
HTML/XHTML documents. Here each text element is surrounded by semi-
semantic markup. The aspiration is that no layout information is contained
within the XHTML document itself, but within an accompanying cascading
style sheet referenced by the document; however, in practice this is not
always the case — and the markup used can vary greatly according to the
software used to generate it. For both of these reasons, seemingly simple
heuristics — such as

kDOJ\lCF‘tU'l-I}-L»JI\)—\SQ)OO\IO“\IJ'I-I>§.1~JI\J—A

‘The title tends to be at or near the top of the document and appear in a larger

N

0 font than other document elements’

can be difficult to express in terms of the simple rules or pseudocode that are
often suggested, such as

‘look for the first H1 element; if there is none, look for H2, then H3, and finally
<bold>".

The situation is simpler when working from a plain-text document. Since

there is no formatting information extant from which to work, we must rely

0 on establishing the sequence in which elements occur. There are some con-

ventions here that can be expressed as heuristics, such as “The title tends to

appear just above the authors” names, which generally precede the “affilia-

tion, email addresses and abstract”. However, there are many valid sequences

in which this information appears, depending on the template used. As a
result, heuristics will provide false positives.

O o NOYU b WN -

W

3.2.4. Model fitting

O 0O N UT W =

In many cases there is prior knowledge about the metadata that we want to
40Xy extract, and we may wish to use this information in extracting that metadata.
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For example, page numbers mostly appear at the top or bottom of the page,
and each page number is usually one higher than the page number of the
previous page. Similarly, citations are usually a list that contains identically
formatted entries starting with one of three patterns, e.g., “[11”, “[Kirk091”,
or “(Wendel and Martin, 2009)”. Both use pattern matching as a first step,
but then require relationships between data points in order to establish
whether the extracted information is useful — in the first example there must
be a numeric relationship between the matched data, in the second example
there must be identical patterns used in the matching process.

Page numbers are a useful example. The pattern that we match is one of
{page-boundary}[1-9](0-9]* and [1-9][0-9]*{page-boundary}, resulting in
one or two matches per page of text analyzed. The model that we try and fit
to this data has one unknown parameter s (the number of the start page) and
then requires that for each page i (0 = i < number of pages), the matched
number is identical to s + i. For a document with p pages this will result in
at most 2p possible values for s, and for each of those possible values the
total number of candidate page numbers that agree is tallied up. If at least,
say, 50% of the page numbers can be identified this way, then the start page
number of this paper has been identified, and hence the end-page number
can be computed.

Models like the one above need to be designed carefully — they contain
many assumptions, and are therefore brittle. A first problem with the model
above is acceptance of any number appearing as the first or last word on a
page as a valid candidate page number, although it could be a year of pub-
lication, volume number, or indeed some numeric part of the contents that
happened to be in the bottom right hand of the page. In order to filter out the
years, volumes, and numerical contents we require numbers on subsequent
pages to be a sequence of numbers, which will successfully isolate page
numbers if the paper is more than one page long. Additionally, page numbers
are often not the first or last word on a page. A title or author names may
appear on the right and left hand side of the page; therefore, page numbers
may be missed. The above algorithm tries to deal with that by requiring
only 50% of the page numbers to agree with the model.

Even though model fitting has some weaknesses, its strength is that it
allows domain knowledge to be used in extracting metadata. Template
matching is a special case of model fitting. Since papers are published in only
a limited number of venues — probably a few tens of thousands journals and
conferences using perhaps a thousand different “style sheets” — it is possible
to extract the contents of an HTML or PDF file encoded in a known template
by matching it against either the visual structure or grammatical flow of
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content elements dictated by the template. The development by hand of a set
of guidelines encompassing the majority of these “style sheets” would be an
interminably long and difficult process, so techniques from machine learning
are often used to solve this problem.

3.2.5. Elicitation of grammatical structure
3.2.5.1. Hidden Markov Models (HMMs)

The methods discussed above can determine where on a document a single
word or a string of words is likely to belong. Previous examples included the
problem of identifying whether a word is possibly a name, or whether a
string is an email address. The Bayesian classifier assigns a probability,
whereas the pattern matcher approach simply gives a binary result. In many
cases, the significance of a match is determined by the context in which the
classification occurs. For example, a number at the end of a citation is likely
to be a publication year, and a name early on in a scientific article is likely
to be an author name.

A common technique that takes context into account is the Hidden
Markov Model, or HMM, described by Han et al. [25] as the most widely
used generative learning method for representing and extracting information
from sequential data. The general idea of HMM is that the problem under
observation is modeled as a sequence of states. On observing an event, the
state can change, and a sequence of events brings us through a sequence of
states.

HMM s are therefore useful in describing systems that, although we cannot
observe the underlying structure directly, generate visible patterns over time.
For example, we might use a sequence of observable weather conditions to
guess at the shifting state of the upper atmosphere, or model ocean currents
over time by examining visible features such as sediment deposits — although
these observable features are not equivalent to the hidden underlying system,
they are nonetheless related.

We may describe a stream of text, by analogy, as a set of observable
features that overlay a hidden underlying model, the document model. If we
have removed all formatting from the document, we are left with only a long
stream of text, potentially punctuated with line returns, such as:

“Confirmation-Guided Discovery of First-Order Rules PETER A. FLACH,
NICOLAS LACHICHE flach@cs.bris.ac.uk lachiche@cs.bris.ac.uk Depart-
ment of Computer Science, University of Bristol, United Kingdom Abstract.
This paper deals with learning first-order logic rules from data lacking an...”

@OO\IG\W-BWN-AS@OO\IO\LH#WN—‘
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Underlying this is a hidden structure, a sequence of states or types; we
begin at a title, give two authors’ names, two email addresses, and a depart-
mental affiliation, and then move on to the abstract.

3.2.5.2. Probabilistic parsing on the basis of a HMM

The output from the Bayesian classifier gives us a good indication as to
whether a given string forms part of the title or part of a string of authors, but
some terms are ambiguous, or may well appear in either context. For exam-
ple, the term “Markov” may well be in a preprint title, or can be an author.

The solution to this is to create a state machine (Markov chain), in which
we, as background knowledge, specify likely sequences of tokens (words).
For example, a likely sequence for a scientific paper comprises a number of
title tokens, followed by a newline, followed by a number of author tokens,
followed by a newline, followed by a number of affiliation tokens.

Given the probabilities from the Bayesian classifier, we then examine all
possible evaluations of the state machine (akin to Earley parsing [14]), and
we record for each possible evaluation the likelihood of this evaluation.
A very simple state-machine could be that a scientific paper is simply a Title
followed by a list of Author names:

PrePrint ::= Title+ Author+

i.e., a PrePrint f¢Dyle or more Title-tokens followed by one or more Author-
tokens. If we app@e above grammar to the example lines on the previous
page, we get 11 possible parses. These parses are (Bold denotes the title and
Italics denote the author):

Confirmation-Guided Discovery of First-Order Rules, PETER A. FLACH,
NICOLAS LACHICHE
Confirmation-Guided Discovery of First-Order Rules, PETER A. FLACH,
NICOLAS LACHICHE

Confirmation-Guided Discovery of First-Order Rules, PETER A. FLACH,
NICOLAS LACHICHE
Confirmation-Guided Discovery of First-Order Rules, PETER A. FLACH,
NICOLAS LACHICHE

The likelihood of each parse is computed by multiplying the probability of
each token belonging to the specific part of the document. For example, the
likelihood of the first parse requires us to multiply the probability of
“Confirmation” being a title with the probability of all other terms being

O X NOUT A WN—=WOONDDULLAWN=NOOINDDULLDAWN==Q©QNLUH WDN=
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authors, whereas the likelihood of the last parse requires us to multiply the
probability of LACHICHE being an author with all other title-probabilities.
The likelihood of the third parse shown above is the multiplication of the pyye
values for the tokens “Confirmation ... Rules” with the p,,mor values of the
tokens “PETER ... LACHICHE”. Computing all likelihoods, it turns out that
the likelihood for the third parse is much higher than the likelihood for all
other parses, and hence, according to this metric this is the “right” parse.

In the process of multiplying, all probabilities that are less than a threshold
are increased to the threshold; a zero-probability of the Bayesian classifier
simply means that this token has not been seen in the training set in that
circumstance; it does not imply that this token can never be seen as such.

The simple state machine above would fail if, for example, the first author
had an initial “A”; or has a name that is part of the scientific literature. For
this reason, in a full grammar one might cluster tokens according to visual
mark-up, such as line breaks and large spaces before applying the grammar
rules.

3.2.5.3. Related methods: MEMMs and CRFs

'OCD\IGW(.J'I-lkLJ-)I\.)-—‘5@OO\IG*U‘I-&(.»JI\.)i

N

0 Han et al. [25] point out that HMMs are based on the assumption that fea-
tures of the model they represent are not independent from each other, and
that as a consequence HMMs have difficulty in exploiting regularities of a
semi-structured real system. Hence, maximum entropy based Markov mod-
els and conditional random fields (CRFs) have been proposed to deal with
independent features.

Maximum entropy based Markov models (MEMMs) are closely related to
the classical HMM. The term “maximum entropy” as applied here is simply
a way to state that the model is designed to be as general as possible — that
is, the least biased estimate possible on the given information, the most non-
committal with regard to missing information [33].

MEMMs differ from HMMs in that MEMMSs are not simply trained on
examining the output tokens themselves (i.e., the word, the Bayesian classi-
fication of the word, etc) but make use of a feature set derived from them.
HMMs only look at the word itself, and do not look at the large set of ways
in which that word might be described. For a single word, such a feature set
might include whether it is capitalized or whether it ends in a full stop,
whether it contains an @ sign, whether it is a noun, etc. There is a very large
number of different possible features on a word, sentence, paragraph or page
level. So MEMMs may be described as taking into account “overlapping”
40Xy features. For some classes of problem, particularly those with sparse datasets

kOOO\lam-PwN-—\LéJ@OO\IO\U'I-bLJJM—\
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on which to train, using an MEMM can be expected to improve overall per-
formance — predictably, since the features that are examined are relatively
generic. The other approach mentioned, CRFs, are sometimes described as a
generalization of the HMM that, whilst flexible and powerful, are relatively
conceptually complex. A good introduction to CRFs is given in [68].

3.2.6. Integrating additional evidence

Each piece of information that has already been collected and parsed may
become a useful additional source of data. For example, extracted references
may be used as an additional source of information, not only about the ways
in which documents are linked, but also about the documents that we have
already parsed. In many cases, information that is contained within refer-
ences is not contained within the document itself — for example, the publi-
cation date of the document is often absent from the document template, as
is the name of the publisher, proceedings or journal, the location of the
publisher or conference, and the page numbers at which the document
appears. It is possible to make use of a metadata extraction database as an
ever-growing knowledge base, which is able to review and correct extracted
metadata as and when further pieces of evidence about the same document
become available. Therefore, metadata extraction can usefully be thought of
and treated as an ongoing process of iterative information discovery, gather-
ing and reasoning, rather than a short process of information input, filtering
and output of a metadata record.

&OOO\ICT\U'I-PUJN—AS&OOO\IG\UI-DWN—‘
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3.3. Error propagation

Once errors in metadata exist, they propagate in various ways; reinforcing
similar errors on future preprints, introduction of seemingly unrelated extra
errors, and obfuscation of the data presented to the user. Firstly, a system will
normally use previous classifications in order to classify future papers. In our
system, paperBase, author-names, title, abstract, and classification of previ-
ous preprints are being used to predict the classification of new preprints.
Once a preprint has been misclassified, future papers may be mi@assiﬁed
in a similar manner.

Secondly, a system typically uses the metadata found in preprints in order
to establish connections between preprints. Connections can be made because
two preprints are written by an author with the same name, because they cite
each other, or because they cover a similar subject matter according to the
keywords. Those connections can be used to, for example, disambiguate
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author identities. A missing link or an extraneous link would make the process
of reasoning about clusters of related papers increasingly difficult.

Thirdly, the answers of search queries are diluted when errors are intro-
duced. Cascading errors cause a disproportional dilution of search results.
This is also true of user-contributed systems in which users may infer the use
of classification terms through examining available exemplars.

When machine-generated classifications are provided, they are generally
represented as unitary facts; either a document may be described via a key-
word, or it may not. Consider the following example of a machine-generated

classificati@

08 T T T T T T T T T
0.8
Q.7
0.5
0.5
0.4
2.3
0.2
0.1
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Probabillty
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Classlilcation

Fig. 2. A typical Bayesian classification record.
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W
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In this case, a document is considered almost certain to be about
“Computer Architecture” or “Parallel Processing”, and to have a diminishing
likelihood of being classifiable as about “Machine Learning” or any of the
other terms. In general, a threshold is placed, or the top classification
accepted by default, when the result is presented, but it is this distribution that
describes the paper with respect to others. The shape of this distribution is
very relevant in establishing the nature and relevance of the classification.
There may be no clear winner if there are many keywords with similar prob-
ability, and then our confidence in the clarity of the results may be shaken
40Xy absent human evaluation of that judgment.
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In the case of classifications, many options may be acceptable, but this is
less the case in other situations where uncertainty exists. Consider the set of
sample parses shown previously. The likelihood for the correct parse is much
higher than the likelihood for all other parses. Unlike the prior example of a
classification, only one of these parses can be valid. Whilst it is the most
likely, we do not have total confidence in this, but we are able to generate a
probability of its accuracy (our level of confidence, a value between zero
and one). Hence, it is possible to provide some guidance as to the validity of
this datum as a “fact” about the document.

The danger of reasoning over data in which we, or the system, have low
confidence, is the risk of propagating errors. If we retain a Bayesian view-
point, we may calculate any further conclusions on the basis of existing
probabilities via Bayesian inference. If, however, we treat a probability as a
fact and make inferences over inaccurate data without regard to degree of
confidence, the result may be the production of hypotheses over which we
have very little confidence indeed.

As a consequence, an extension of DC metadata to include estimates of
confidence, as described in [9] is useful, as in the case of classification
would be an estimate of the number of classifications considered “plausi-
ble”; the breadth or range of likely classifications, which could also be
described in terms of variation or level of consistency in judgment — a simi-
lar value to that which might be generated in any other situation in which
generated or contributed classifications may be treated as “votes”, such as
collaborative tagging systems.

If the nature and extent of the error are known, further functions that
employ these values may apply this information to estimate the accuracy of
the result or that of derivative functions. We note that for certain types of
metadata, this problem is well-investigated. For example, author name
disambiguation has received a great deal of interest in recent years, e.g., Han
et al. [25], Han, Zha and Giles {27].
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3.4. Evaluation

Once a metadata extraction system has been designed and implemented it
is usually evaluated to check that it is fit for purpose. This evaluation may
take a number of different forms, depending on the goal that was set. The
evaluation may check that the metadata is correct — that is, little incorrect
metadata is present, and/or that the metadata is complete — that is, all meta-
data has been filled in. Another relevant quantitative metric is the time taken
to complete an extraction.
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There are various methods of evaluation, some of which employ compari-
son against a typical manual metadata extraction process; user-studies can
also be used. Many approaches depend on comparison of actual results with
a set of “standard” answers — in computer science, this is often referred to
as a ground tru@

The concept of a ground-truth is that there is an undisputed correct answer.
Such sample data is usually created and corrected by hand. The ground truth
can be used in system design, to train components of the system, like classi-
fiers, which in some cases are trained by presentation of examples. It is also
useful for measuring the performance of the system, by comparing the out-
come of the metadata extraction process with the ground truth, and counting
the number of errors according to an appropriate system of scoring. The
ground truth is therefore often split into a training set and an evaluation set.

Since creation of a ground truth is a manual process, collecting a large
ground truth is painstaking work, and often one has to compromise. One
compromise is to collect a small ground truth, the other is to collect an
“almost”-truth, a set of answers that is, though imperfect, fairly precise. The
latter may contain typographic errors and misclassifications. This may
degrade system performance if used for training. In evaluation, comparison
against an incorrect ground truth will usually make the results fook worse
than they are. The reported error rate will comprise both human and machine
errors.

Although the ground truth is a useful tool in training and evaluation it is
not always the best tool for assessing the outcome. There are cases where the
extracted metadata is not “right” or “wrong”, but is open to interpretation.
An example of this may be the subject matter of the document or in the case
of very old documents it may not be established who the author of a docu-
ment is, or when it was written. In this case, it is very difficult to a priori
create a ground truth. One can ask a number of experts in the field for their
input into the ground truth, and tally up votes (maybe weighted by expertise),
but that does not guarantee that the ground truth is in any way complete. An
extra complication is that if some of the metadata that is subjective in nature,
then the interpretation of this metadata or indeed of the source of the meta-
data may mean that there is no fixed ground truth, but that the ground truth
depends on when the document was written, or when the metadata was
extracted, or when the metadata was interpreted.

To this end, another comparison method is to take the output of the meta-
data extraction process to a group of experts, and to ask them to assess the
correctness of the data. This method has the disadvantage of requiring time

40Xy from an expert panel to assess potentially a large volume of output.
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The first objective metric that is important in assessing the quality of the
metadata is to measure the correctness of the metadata. That is, given all
the metadata that the system extracted, how much of it is actually correct
metadata (compared to the ground truth or the user panel). Although it is
straightforward to define when the data is correct, that is, both strings of
metadata must be the same, character by character, it is much harder to
define how to count errors. For example, the metadata may contain an
extra space before or after the metadata, which is probably perfectly
acceptable. It may contain a full stop after author initials, which is prob-
ably also acceptable. When two characters have gone missing in the title,
this can be counted as one error (“the title is wrong”), two errors (“two
characters are missing”) or even 20 errors (“all subsequent characters are
wrong”).

Correct metadata is important, but not at all costs — a system can be
designed to have a high degree of correctness by extracting solely metadata
that the system is absolutely 100% confident abm@nd hence extract very
little information. For this reason, a second metric thatis to be satisfied is that
of completeness, which measures how much of the desired metadata has
actually been extracted. The idea is to extract all metadata, maybe at the cost
of some of the metadata being wrong or “over-complete”. As an example,
extracted metadata may contain both author and editor names as authors, or
it may contaij(lle and part of the abstract as a title.

The trade-ofT between completeness and correctness means that one usu-
ally has to allow for a few errors, and accept that some metadata is missing.
One way to represent this is to plot, for a number of parameter settings, the
completeness against the correctness, and to choose a parameter setting that
has an acceptable error at a satisfactory level of completeness — the level
where some data needs to be added, and some errors need to be corrected.
This plot is known as an Receiver Operating Curve (ROC). When an ROC
curve is to be made, the system has to be tested under many different param-
eter settings, and one must have a ground truth to mechanically check on the
number of errors.

The correctness and completeness are very close to the precision and
recall in information retrieval, but they are not the same. In particular, in
information retrieval the answer of the query comprises a selection from a
set of all possible answers. Hence, the term precision can be defined as X/A
where X is the number of answers that were useful and A is the number of
answers. The recall can be defined as X/C where X is the number of answers
that were useful and C is all correct answers (as stipulated by the ground
truth).
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Completeness and correctness look at the validity of the metadata per se.
Another aspect of the evaluation of the complete system involves user studies,
studying how all people involved rate the resulting metadata. User studies can
involve professionals (digital librarians and archivists), authors of papers, and
users of the metadata. Pertinent points in the development of such a system
include the validity of the metadata itself, and the advantages and disadvan-
tages, both perceived and quantitatively measured, for users in various con-
texts such as information retrieval, resource deposit and browsing.

4. Subject metadata extraction
4.1. Approaches to automated subject metadata extraction

Research related to automated subject metadata extraction is spread around
a number of different areas, a most obvious one being word, term or phrase
extraction. Wu and Li [70] provide an overview of keyphrase extraction for
different purposes, including subject metadata derivation and automated
subject classification. Automated subject metadata extraction can be also
seen as what has been referred to in the literature as automated subject clas-
sification, subject indexing and text categorization, to name the few terms.
All these processes are often used interchangeably and have in common one
aim, and that is to automatically determine topics or subjects of a document.
One can distinguish between three major approaches to automated subject
classification: machine learning, clustering and string matching. In this docu-
ment, machine learning refers to supervised learning, and clustering to unsu-
pervised grouping of similar documents.

Machine learning is the most widespread approach to automated subject
classification. Here documents with human-assigned classes are needed
because they are then used as so-called training documents based on which
characteristics of subject classes are learnt. A number of different algorithms,
called classifiers, are developed to this purpose. In the following step, char-
acteristics of documents to be classified are simply compared against the
characteristics of the subject classes.

The classifiers can be based on Bayesian probabilistic learning, decision
tree learning, artificial neural networks, genetic algorithms or instance-based
learning — for explanation of those, see, for example, Mitchell [51]. There
have also been attempts of classifier committees (or metaclassifiers), in
which results of a number of different classifiers are combined to decide on
a class [47]. Comparisons of classifiers can be found in Schiitze, Hull, and
Pedersen [57], Li and Jain [45], Yang [71], and Sebastiani [58].
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The basis for these processes is representation of documents as vectors of
term weights. Most representative terms are chosen for each document, and
non-informative terms such as stop words are removed; this process is also
conducted for computing reasons and is referred to as dimensionality reduc-
tion. The term weights can be derived using a variety of heuristic principles.
For example, phrases could be given higher weight than single words;
bolded terms from web pages could also be given higher weight [21].
Hypertext-specific characteristics such as headings [15], anchor words [6]
and metadata [17] have been experimented with. Yang, Slattery, and Ghani
[72] emphasized the importance of recognizing regularities of a web page
collection when choosing a heuristic principle. For example, augmenting the
document to be classified with the text of its neighbors will yield good results
only if the majority in the collection has the source document and the neigh-
bors related enough.

A major problem with machine learning is that human-classified docu-
ments are often unavailable in many subject areas, for different document
types or for different user groups. If one would judge by the standard Reuters
Corpus Volume 1 collection [44], some 8,000 training and testing documents
would be needed per class. Because of this, approaches which diminish the
need for a large number of training documents have been experimented with
(6, 47, 50].

A related problem is that machine-learning algorithms perform well on
new documents only if they are similar enough to the training documents.
The issue of document collections was pointed out by Yang [71] who showed
how similar versions of one and the same document collection had a strong
impact on performance.

Finally, experiments in machine learning are largely conducted under
laboratory-like, controlled conditions (see Sec. 4.2). Still, examples of its
application in operative information systems exist [13, 50, 65].

Clustering is another approach to automated subject classification. Here
no documents with human-assigned classes are needed — instead, docu-
ments to be classified are simply compared to each other, and the ones that
are similar enough are assigned the same subject and put into the same
cluster of documents (hence the name of the approach).

As in machine learning, in order to allow comparison of the documents,
they are first represented by vectors, which are then compared to each other
using similarity measures. Here also different heuristic principles are applied
to derive the vectors as to which words or terms to use, how to extract them,
which weights to assign. For example, Wang and Kitsuregawa [69] improved
performance by combining terms from the web page with terms from pages

@OO\I@U‘I-&-WN—‘S@OO\IO\U'I-PLQM—\

N

0

O O N O U1 h Wi =

w

0

O 00 N U1 A WK —

N
(=)}
>

~

b1471_Ch-IV.2.indd 25 @ 8/17/2012 5:03:32 PM



1st Reading 81471 Handbook of Meta(@, Semantics and Ontologies

26 Handbook of Metadata, Semantics and Ontologies

pointing to it and pages leading from it. Also, different similarity measures
for comparing vectors can be used, a usual one being the cosine measure.

In the following step, documents are grouped into clusters using clustering
algorithms. Two different types of clusters can be constructed: partitional (or
flat), and hierarchical. With partitional algorithms all clusters are determined
atonce. A typical example is k-means, in which a k number of clusters is first
randomly generated based on an initial group of documents. Then new
documents are assigned to the existing clusters, resulting in new characteris-
tics of the clusters, requiring re-computation and rearrangement of the
clusters.

In hierarchical clustering, often agglomerative algorithms are used: first,
each document is viewed as an individual cluster; then, the algorithm finds
the most similar pair of clusters and merges them. Similarity between docu-
ments is calculated in a number of ways. For example, it can be defined as
the maximum similarity between any two individuals, one from each of the
two groups (single-linkage), as the minimum similarity (complete-linkage), or
as the average similarity (group-average linkage) [32, 55].

Another approach to document clustering is self-organizing maps (SOMs).
SOMs are a data visualization technique, based on unsupervised artificial
0 neural networks, that transform high-dimensional data into (usually) two-
dimensional representation of clusters. For a detailed overview of SOMs, see
Kohonen [37].

Since in clustering (including SOMs) clusters and their labels are pro-
duced automatically, deriving the labels is a major research challenge. In an
early example of automatically derived clusters [16], which were based on
citation patterns, labels were assigned manually. Today a common heuristic
principle is to extract between five and ten of the most frequent terms in the
centroid vector, then to drop stop-words and perform stemming, and choose
the term which is most frequent in all documents of the cluster. To a limited
degree, relationships between clusters are also automatically derived, which
is an even more difficult problem [63]. In addition, “{a]lutomatically-derived
structures often result in heterogeneous criteria for category membership and
can be difficult to understand” [11]. Also, clusters’ labels and relationships
between them change as new documents are added to the collection; unsta-
ble class names and relationships are in information systems user-unfriendly,
especially when used for subject browsing.

Finally, as with machine learning, experiments are largely conducted
under laboratory-like, controlled conditions (see Sec. 4.2). Still, examples of
its application in operative information systems exist (e.g., Clusty for cluster-
40Xy ing search-engine results, http://clusty.com/).
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String matching is the third major approach to automated subject classifi-
cation. Here, matching is conducted between controlled vocabulary terms
and text of documents to be classified. A major advantage of this approach
is that it does not require training documents (unlike machine learning),
while still maintaining a pre-defined structure (unlike clustering). Also, con-
trolled vocabularies have the additional advantage of improving precision
and recall of information retrieval. Certain controlled vocabularies will also
be suitable for subject browsing. This would be less the case with automati-
cally created classes and structures of clustering or home-grown directories
not created in compliance with professional principles and standards. Yet
another motivation to apply controlled vocabularies in automated subject
classification is to reuse the intellectual effort that has gone into creating
such a controlled vocabulary [62].

This approach does share similarities with machine learning and cluster-
ing: The pre-processing of documents to be classified includes stop-words
removal; stemming can be conducted; words or phrases from the text of
documents to be classified are extracted and weights are assigned to them
based on different heuristical principles.

A major project involving string matching was GERHARD, a robot-gener-
ated directory of web documents in Germany [52]. The controlled vocabu-
lary used was a multilingual version of Universal Decimal Classification
(UDC) in English, German and French. GERHARD's approach included
advanced linguistic analysis: from captions, stop words were removed, each
word was morphologically analyzed and reduced to stem; from web pages
stop words were also removed and prefixes were cut off. After the linguistic
analysis, phrases were extracted from the web pages and matched against
the captions. The resulting set of UDC notations was ranked and weighted
statistically, according to frequencies and document structure.

Online Computer Library Center’s (OCLC) project Scorpion built tools for
automated subject recognition, using Dewey Decimal Classification (DDC).
The main idea was to treat a document to be indexed as a query against the
DDC knowledge base. The results of the “search” were treated as subjects of
the document. Larson [40] used this idea earlier, for books. In Scorpion,
clustering was also used, for refining the result set and for further grouping
of documents falling in the same DDC class {60)]. Different term weights
were experimented with.

In Golub [20], building on an earlier project [3], terms from the Engineering
Information thesaurus and classification scheme were matched against text
of documents to be classified. Plain string-matching was enhanced in several
ways, including term weighting with cut-offs, exclusion of certain terms, and
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enrichment of the controlled vocabulary with automatically extracted terms.
The final results were comparable to those of state-of-the-art machine-
learning algorithms, especially for particular classes.

Other projects include Nordic WAIS/World Wide Web Project [2],
Wolverhampton Web Library (WWLib) {34] and Bilingual Automatic Parallel
Indexing and Classification [53].

The three above discussed approaches are applied to textual documents.
Concerning (moving) images and audio documents, according to Kirkegaard
[36], this research is still in its infancy, although promising results have been
achieved. The automatic approach is primarily based on computational pro-
duction of numerical representations of attributes [55]. Automatic approaches
can also incorporate information derived from external sources (35, 55, 59].
Further analysis of non-textual documents is out of scope of this chapter.

4.2. Evaluation

Various measures are used to evaluate different aspects of automated subject

metadata extraction and automated subject classification (71]. Effectiveness,

the degree to which correct classification decisions have been made, is often

0 evaluated using performance measures from information retrieval, such as
precision (correct positives/predicted positives) and recall (correct positives/
actual positives). Efficiency can also be evaluated, in terms of computing
time spent on different parts of the process. There are other evaluation meas-
ures, and new are being developed such as those that take into account
degrees to which a document was wrongly categorized [13, 61]. For more
on evaluation measures, see Sebastiani [58].

A major problem with evaluation as it is today is that classification results
are compared against existing human-assigned classes of the used document
collection. Several often ignored issues are involved and discussed below.

0 According to 1SO standard on methods for examining documents, deter-
mining their subjects, and selecting index terms [31], manual subject index-
ing is a process involving three steps: (1) determining subject content of a
document, (2) conceptual analysis to decide which aspects of the content
should be represented, and (3) translation of those concepts or aspects into
a controlled vocabulary. These steps, in particular the second one, are based
on a specific library’s policy in respect to its document collections and user
groups. Thus, when evaluating automatically assigned classes against the
human-assigned ones, it is important to know the collection indexing poli-
cies. Yang [71] claims that the most serious problem in evaluations is the lack
40Xy of standard document collections and shows how different versions of the
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same collection have a strong impact on the performance, and other versions
do not.

Another problem to consider when evaluating automated classification
is the fact that certain subjects are erroneously assigned. When indexing,
people make errors such as those related to exhaustivity policy (too many
or too few subjects become assigned), specificity of indexing (which
usually means that the assigned subject is not the most specific one avail-
able), they may omit important subjects, or assign an obviously incorrect
subject [39].

In addition, it has been reported that different people, whether users or
professional subject indexers, would assign different subjects to the same
document. Studies on inter- and intra-indexer consistency report generally
low indexer consistency [54]. Markey [49] reviewed 57 indexer consistency
studies and reported that consistency levels ranged from 4% to 84%, with
only 18 studies showing over 50% consistency. There are two main factors
that seem to affect it:

1) Higher exhaustivity and specificity of subject indexing both lead to lower
consistency, i.e., indexers choose the same first term or class notation for
the major subject of the document, but the consistency decreases as they
choose more subjects;

2) The bigger the vocabulary, or, the more choices the indexers have, the
less likely they will choose the same terms or class notations [54].
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For document collections used in evaluation it is thus important to obtain
indexing policies. Also, without a thorough qualitative analysis of automati-
cally assigned classes one cannot be sure whether, for example, the classes
assigned by algorithms, but not human-assigned, are actually wrong, or if
they were left out by mistake or because of the indexing policy.

Today evaluation in automated classification experiments is mostly con-
ducted under controlled conditions, ignoring the above-discussed issues.
Normally it does not involve real-life situations, subject experts or users;
instead, experiments typical of laboratory information retrieval tradition are
applied (30]. Or, as Sebastiani [58] puts it, “... the evaluation of document
classifiers is typically conducted experimentally, rather than analytically. The
reason is that ... we would need a formal specification of the problem that
the system is trying to solve (e.g., with respect to what correctness and com-
pleteness are defined), and the central notion ... that of membership of a
document in a category is, due to its subjective character, inherently
nonformalizable.”
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5. Conclusions and outlook

The effectiveness of metadata extraction — indeed, the relevance of meta-
data extraction as an approach — depends greatly on the circumstances and
context of use. There are many scenarios in which the methods described in
this document will be inappropriate, or appropriate only in terms of a partial
implementation or limited use case. Choosing the best approach to subject
metadata extraction and automated classification will depend on availability
of a suitable controlled vocabulary (string matching), training documents
(machine learning), and purpose of the application. Clustering is least suited
because automatically derived cluster labels and relationships between the
clusters are often incorrect, inconsistent and hard to understand. Also, clus-
ters change as new documents are added to the collection, which is not
user-friendly either.

Practical deployment of any service or application involves a great deal of
evaluation, and the results are seldom generalizable to all possible usage
scenarios of that software or service. Hence, t ame is true of metadata
extraction. However, owing to recognized evaluation issues, it is difficult to
estimate to what degree subject metadata extraction of today is applicable in
0 operative information systems. Evaluation results depend on muitiple factors,

such as document collection, application context, and user tasks. It is
believed that evaluation methodology of automated classification where all
the different factors would be included, perhaps through a triangulation of
standard collection-based evaluation and user studies, should be a major
further research question.

Those with an interest in metadata extraction of any flavor are likely to
benefit most from active experimentation; early deployment with the ability
to opt-out, beta-testing, user evaluation and agile development are all good
strategies for implementing novel methods or approaches into existing

0 services.
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